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ABSTRACT 

Online reviews have great impact on today’s business and commerce. Decision making for 

purchase of online products mostly depends on reviews given by the users. Hence, opportunistic 

individuals or groups try to manipulate product reviews for their own interests. This paper introduces 

some semi-supervised and supervised text mining models to detect fake online reviews as well as 

compares the efficiency of both techniques on data-set containing hotel reviews. 

1. INTRODUCTION 

Technologies are changing rapidly. Old technologies are continuously being replaced by new 

and sophisticated ones. These new technologies are enabling people to have their work done 

efficiently. Such an evolution of technology is online marketplace. We can shop and make 

reservation using online websites. Almost, everyone of us checks out reviews before purchasing 

some products or services. Hence, online reviews have become a great source of reputation for the 

companies. Also, they have large impact on advertisement and promotion of products and services. 

With the spread of online marketplace, fake online reviews are becoming great matter of concern. 

People can make false reviews for promotion of their own products that harms the actual users. Also, 

competitive companies can try to damage each others  reputation by providing fake negative reviews.  

 

2. Literature Survey 

An extensive survey of the most notable works to date on machine learning-based fake 

review detection. Firstly, they have reviewed the feature extraction approaches used by many 

researchers. Then, they detailed the existing data-sets with their construction methods.  

Then, they outlined some traditional machine learning models and neural network models 

applied for fake review detection with summary tables. Traditional statistical machine learning 

enhances text classification model performance by improving the feature extraction and classifier 



1894                                              JNAO Vol. 15, Issue. 1, No.15 :  2024 

 

design. In contrast, deep learning improves performance by enhancing the presentation learning 

method, algorithm’s structure and additional knowledge. They also provided a comparative analysis 

of some neural network model-based deep learning and transformers that have not been used in fake 

review detection. The outcomes showed that Roberto achieved the highest accuracy on both data-

sets. Further, recall, precision, and F1 score proved the efficacy of using Roberto in detecting fake 

reviews. Finally, they summarized the current gaps in this research area and the possible future 

direction to get robust outcomes in this domain. 

 

3. IMPLEMENTATION STUDY 

EXISTING SYSTEM: 

Researchers have been studying various approaches for detecting fake online reviews. These 

approaches can be categorized into: 

Content-Based Methods: Focus on the text of the review. 

User Behavior-Based Methods: Focus on the reviewer's behavior, such as country, IP address, and 

number of posts. 

 Disadvantages: 

 In the existing work, the system uses only to semi-supervised learning. 

 Only Text Classification as sentiment text and it never finds fake review. 

 Proposed System & Algorithm: 

We implemented both semi-supervised and supervised classification methods: 

Semi-Supervised Classification: 

Used the Expectation-Maximization (EM) algorithm.The EM algorithm was first proposed by 

Karimpour et al. 

Steps: 

 Derive an initial classifier from the labeled data-set. 

 Use this classifier to label the unlabeled data-set, creating a predicted set of labels 

(PU). 

 Combine labeled and unlabeled data-sets, derive a new classifier, and classify the 

 unlabeled data-set again. 

 Repeat until PU stabilizes. 

3.1 Advantages: 

 The system is very fast and effective due to semi-supervised and supervised learning. 

 Focused on the content of the review based approaches. As feature we have used-word. 
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IMPLEMENTATION 

Modules: 

Admin: 

In this module, the Admin has to login by using valid user name and password. After login 

successful he can do some operations such as  View All Users and Authorise,Add Movie, View All 

Movies, View All Movie Reviews, View All Reviews by Rates, View All Movie Recommendations, 

View All Interesting and Uninteresting Movies, View All Search History, View All Purchased items 

and booked Movie ,View All Fake Reviews By Movie, View All Fake Reviews By Region, View 

All Fake Reviews by Rates ,View Movies Rank in chart. 

User: 

In this module, there are n numbers of users are present. User should register before doing 

some operations.  After registration successful he has to login by using authorized user name and 

password. Login successful he will do some operations like View My Profile, My Accounts, View 

All Movies, View All My Purchased Items and Movies, View All Recommended Items and Movies 

for Me. 

4. SYSTEM ARCHITECTURE: 

 

Fig: 3.1 System Architecture 
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5. RESULTS AND DISCUSSION 

Screen-shots: 

Home Page: 

 

Fig: 5.1 

 

Admin Login Page: 

 

Fig: 5.2 
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Admin Home Page: 

 

Fig: 5.3 

All User Viewed By Admin: 

 

Fig: 5.4 
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View All Movies: 

 

Fig: 5.5 

 

User’s Reviews for a Movie Viewed By Admin: 

 

Fig:5.6 
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View All Movie Reviews: 

 

Fig: 5.7 

  

View All Movie Booked: 

 

Fig: 5.8 
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View All Fake Review Details: 

 

Fig: 5.9 

  

Rank Chart For Reviews: 

 

Fig: 5.10 

 



1901                                              JNAO Vol. 15, Issue. 1, No.15 :  2024 

 

User Registration : 

 

Fig: 5.11 

User Login Page: 

 

Fig: 5.12 
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Recommendations  for User: 

 

Fig:5.13 

 

User Review Process: 

 

Fig: 5.14 
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User Book Movie Tickets: 

 

Fig: 5.15 

 

 6. CONCLUSION AND FUTURE WORK 

We have shown several semi-supervised and supervised text mining techniques for detecting 

fake online reviews in this research. We have combined features from several research works to 

create a better feature set. Also we have tried some other classifer that were not used on the previous 

work. Thus, we have been able to increase the accuracy of previous semisupervised techniques done 

by Jiten et al. [8]. We have also found out that supervised Naive Bayes classifier gives the highest 

accuracy. This ensures that our dataset is labeled well as we know semi-supervised model works 

well when reliable labeling is not available. 

In our research work we have worked on just user reviews. In future, user behaviors can be 

combined with texts to construct a better model for classification. Advanced preprocessing tools for 

tokenization can be used to make the dataset more precise. Evaluation of the effectiveness of the 

proposed methodology can be done for a larger data set. This research work is being done only for 

English reviews. It can be done for Bangla and several other languages. 
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